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Mobile Sensor Networks
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Abstract—Mobile sensor nodes have a wide spectrum of ap-
plications, such as social networks and habitat monitoring. Time
synchronization is a critical issue for most applications using mo-
bile sensor networks. However, due to the limited communication
range, mobile sensor nodes can only exchange their information
when they are sufficiently close for contact. Moreover, random
movements of the nodes render the performance analysis of any
time synchronization protocols challenging. In this paper, we in-
troduce the relation graph for modeling the random contact of
mobile sensor nodes and evaluate the probability that the network
can be synchronized within an arbitrary time. We adapt the
previous maximum time synchronization (MTS) protocol, which
can drive the clocks of all sensor nodes to a common value by utiliz-
ing their own neighboring information. We provide an analytical
lower bound of the probability that the time synchronization can
be finished within any given time. The obtained theories and
algorithms are applied for several fundamental problems, and it
is proven that a better connectivity is beneficial for convergence.
For linearizable graph, we provide an efficient way to calculate the
exact probabilities. Extensive numerical examples demonstrate
the effectiveness of our results.

Index Terms—Clock synchronization, finite-time convergence,
maximum consensus, mobile sensor networks.

I. INTRODUCTION

RANDOM mobile sensor networks (RMSNs) are char-
acterized by dynamic and random connections of links

among nodes due to their random mobility. Mobile sensor
networks are attracting increased research interest, e.g., delay-
tolerant networks (DTNs) and social networks [2]–[5], estima-
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tion and control [6], [7], synchronization [8], traffic monitoring
[9], etc. Time synchronization is an important requirement in
RMSNs for providing accurate time information of data collec-
tions and for energy conservation. There are many applications
where accurate time synchronization of sensor nodes is crucial,
such as mobile target tracking, event detection, speed estimat-
ing, etc., [9]–[11]. Moreover, accurate time synchronization
is crucial for energy-efficient sleep scheduling mechanisms as
it provides the possibility of setting nodes into the sleeping
mode [12]–[14]. A detailed survey for the significance of
time synchronization in sensor networks can be found in [10]
and [15].

The topology of the mobile sensor network changes ran-
domly and depends on the probability distribution of contacts
among the nodes. Thus, in general, the topology of the network
being surely connected or jointly (union) connected, cannot be
guarenteed, which renders the design and theoretical analysis
of any time synchronization protocols challenging.

Many synchronization protocols for sensor networks have
been provided by researchers recently, including traditional
tree-based and distributed consensus-based protocols [8], [12],
[16]–[18], [20], [21], [25], [26]. Traditional protocols [16]–
[18] require a root node and are tree based, which means that
they are fragile to link or there are node failures. Thus, these
traditional protocols are not suitable for clock synchronization
in RMSNs. Existing distributed protocols [8], [12], [25], [26]
and the associated theoretical results are obtained by assuming
that the topology of the network is connected or jointly (union)
connected, which, however, no longer holds in RMSNs. These
protocols also have slow convergence speed in general. For
instance, the protocol in [25] is based on gossip averaging
algorithms [29], and the protocols GTSP in [26] and ATS in [8]
are based on average consensus algorithm [30]. These protocols
have slow convergence speed as pointed out in [19].

Carli et al. [27], [28] treat the different clock speeds as
unknown constant disturbances and the different clock offsets
as different initial conditions for the system dynamics. Based on
this technique, they further develop a proportional–integral (PI)
controller to the time synchronization algorithm. Compared
with ATS, although the algorithms proposed in [27] and [28]
have slightly slower convergence speed, they outperform ATS
in terms of robustness against process noise and measurement
noise and time-varying clock drifts. Recently, by using the PI
control principle, Chen et al. [22] propose a feedback-based
synchronization (FBS) scheme to compensate the clock drift
caused by both internal perturbation and external disturbance,
which achieves highly accurate time synchronization. Leng
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and Wu [23] address how to jointly estimate clock offset and
clock skew with unknown delay in time synchronization by uti-
lizing belief propagation for achieving better synchronization
accuracy than the average-consensus-based algorithms [24].
However, the algorithm introduces more computational com-
plexity and information storage. A detailed survey for adopting
a statistical signal processing approach for handling delay in
time synchronization is provided in [32].

Most of the aforementioned algorithms are developed for de-
terministic wireless sensor networks (WSNs). There are some
works that investigate time synchronization for RMSNs. For
example, Liao and Barooah [31] model the dynamic network as
a Markov chain, and they propose an algorithm for estimating
the offsets and skews under the assumption that the union of all
graphs is connected. Choi et al. [13] present a distributed clock
synchronization (DCS) in DTNs, which is a class of RMSNs.
However, DCS is still an average-consensus-based algorithm,
which has slow convergence speed. Therefore, it is of great
interest to develop a distributed time synchronization protocol
that has faster converging speed for RMSNs.

The main contributions of this paper are summarized as
follows.

1) We define the relation graph to describe the contact
relationship between nodes in RMSNs. Unlike the classic
communication graph, two nodes in the relation graph are
neighbor nodes if and only if they have positive contact
probability parameters. Based on the relation graph, we
relax the basic convergence condition and provide theo-
retical analysis of the protocol for RMSNs.

2) The maximum time synchronization (MTS) protocol in
[19] is revised to solve the time synchronization in ran-
dom sensor networks. We prove that the skew and offset
can be compensated so as to converge simultaneously.
Meanwhile, we provide theoretical results for estimating
the lower bound of the probability of finite-time conver-
gence, and develop an algorithm for computing the lower
bound for linearizable graphs.

3) We apply the developed theories and algorithms for solv-
ing several fundamental problems. Specifically, we prove
that an RMSN, which has better connectivity in the rela-
tion graph, has higher probability of convergence within a
given time. Furthermore, based on this theoretical result,
we present a method that provides a better lower bound of
the probability of finite-time convergence. In addition, we
derive the condition when the probability of finite-time
convergence can be increased by adding new nodes into
the network.

4) We conduct extensive simulations that prove the effec-
tiveness of our algorithm and theories. Moreover, our
protocol converges much faster than the latest average-
consensus-based protocol [13], which is also designed for
time synchronization of RMSNs.

The remainder of this paper is organized as follows. In
Section II, the network and clock models for RMSNs are
introduced. In Section III, the maximum-value-based protocol
for time synchronization is proposed, and the proof for its con-
vergence is provided, as well as the analysis of the probability

Fig. 1. Relation graph and its subgraph. (a) Relation graph G. (b) Sub-
graph G14.

of the finite-time convergence. In Section IV, several funda-
mental problems are solved based on the developed theories
and algorithms. Simulation results are presented in Section V
and Section VI concludes this paper.

II. PROBLEM FORMULATION

A. Random Mobile Network Model

Consider n nodes indexed by i = 1, 2, . . . , n, with random
mobility. Assume that the nodes have the same transmission
range R and that every two nodes can communicate with each
other when they are within their transmission range, which is
referred to as a communication contact. Since the nodes move
randomly, the communication contact between two nodes de-
pends on the probability distribution of the nodes’ mobility. In
our network model, the occurrence of the contacts between any
two nodes is assumed to follow the Poisson distribution, i.e., the
contact rate of nodes i and j is a Poisson distribution with the
parameter λij ≥ 0 for i, j = 1, 2, . . . , n. We assume that each
λij is a constant for i, j = 1, 2, . . . , n. Similar assumptions
have been used in other existing works to analyze the data
dissemination [2], [3] in DTNs and the multicast capacity [4].
Under this assumption, the random communication used in [34]
can be also viewed as a special contact case caused by the
random mobility of nodes. If node i cannot make contact with
node j, we set λij = 0, and if node i always makes contact with
node j, we set λij = ∞. Note that a node always has contact
with itself; therefore, λii = ∞ for all i. Let B = {Bij} be a
matrix with its element Bij = 1 for λij > 0 or λij = ∞, and
Bij = 0 for λij = 0.

The RMSNs are modeled as a relation graph as follows,
which describes the contact relationship between the nodes (see
also Fig. 1).

Definition 2.1: A graph G(V, E) is defined as a relation
graph of a random mobile WSN if and only if its adjacency
matrix is equal to B.

Definition 2.2: Gsd is defined as a subgraph of G, which is
composed of all paths from s to d in G.

Let V = {i : i = 1, 2, . . . , n} be the set of the mobile sensor
nodes and E ⊆ V × V be the set of edges. It is obvious that
{i, j} ∈ E iff λij > 0 for i, j ∈ V . Let Ni = {j ∈ V : {i, j} ∈
E} be the set of neighbors of node i. Then, one obtains that
j ∈ Ni iff λij > 0. Since the sensor nodes are assumed to have
the same transmission range R, relation graph G(V, E) is an
undirected connected graph.

For the RMSNs, we have assumed that the contacts be-
tween any two nodes follow the Poisson distribution with fixed
contact parameters λij for i, j=1, 2, . . . , n. Thus, the contact
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relationship between nodes is fully depicted by the contact
probability between nodes, i.e., contact parameter matrix λ =
{λij}, with nonnegative elements, can characterize the contact
relationship between nodes completely. Note that a nonnegative
matrix can be modeled as a graph based on classical graph
theory; thus, we utilize the given relation graph to model the
random mobile networks in this paper. As a consequence, the
contacts between nodes are modeled as a deterministic relation
graph. Based on this deterministic relation graph, we shall
provide theoretical analysis of the algorithm in the remainder
of this paper.

Remark 2.3: In [17]–[19], where deterministic networks
are considered, it is crucial to assume that the network is
connected or jointly connected for network-wide clock syn-
chronization. This assumption no longer holds in RMSNs, as
a connected relation graph only guarantees that the network
is connected with probability 1 when time t → ∞, i.e., this
condition is relaxed so that the relation graph for RMSNs is
connected.

Example 2.4: Consider an RMSN with its contact parameter
matrix λ = {λij} as

λ =

⎡
⎢⎣
∞ 2 0 0
2 ∞ 1 3
0 1 ∞ 1
0 3 1 ∞

⎤
⎥⎦ .

Then, it obtains the adjacency matrix B of the relation graph as

B =

⎡
⎢⎣

1 1 0 0
1 1 1 1
0 1 1 1
0 1 1 1

⎤
⎥⎦ .

Thus, according to the two given definitions, we obtain relation
graph G and one of its subgraph G14 as follows.

Note that the communication collision will decrease the
successful communication probability between two nodes and
thus can be regarded as that the contact probability of these two
node is decreased. It is assumed that the communication delay
can be ignored in this paper, as in [8] and [26]. Note that, if this
is not the case, there are several methods that can be utilized to
handle the packet delivery delay (see, e.g., [10], [12], [23], and
[24] for transmission delay compensation).

B. Clock Model

Consider a commonly used linear hardware clock model as
follows:

τi(t) = ait+ bi (1)

where ai is the hardware clock skew, which determines the
clock speed, and bi is the hardware clock offset. Obviously, if
the clock oscillator of each node i is perfect, then ai = 1 and
bi = 0. Since the real time t is unavailable to each node, both
ai and bi cannot be computed [8]. However, by comparing the
local clock readings of nodes i and j, we can obtain a relative
clock between them, which is given by τi(t) = (ai/aj)τj(t) +
(bi − (ai/aj)bj) = ajiτj(t) + bji.

Since the value of the hardware clock cannot be adjusted
manually [26], a logical clock is developed to represent the
synchronized time, which is given by

Li(t) = âiτi(t) + b̂i = âiait+ âibi + b̂i

where âi and b̂i are two estimated parameters. Our goal is
to find parameters (âi, b̂i) and (âj , b̂j) for i, j ∈ V such that
Li(t) = Lj(t), ∀ i, j ∈ V . Therefore, the objective of the time
synchronization algorithm is to find (âi(k), b̂i(k)) for each
sensor node i, i ∈ V , such that

lim
k→∞

âi(k)ai = av (2)

lim
k→∞

âi(k)bi + b̂i(k) = bv (3)

where k denotes the iteration of the algorithm.

III. ALGORITHM AND CONVERGENCE ANALYSIS

Here, we will propose a time synchronization algorithm and
further provide some theoretical analysis on its convergence
and finite-time convergence based on the relation graph model.

A. Revised Maximum Time Synchronization

Let aij = aj/ai be the relative skew of node i with respect
to node j. The estimation of the relative skew is crucial to
the accuracy of synchronization. Define sij(k) as a single
estimation of relative skew, which is estimated by

sij(k) =
τj(tk)− τj(tk−1)

τi(tk)− τi(tk−1)
, i, j ∈ V (4)

where (τi(tk), τj(tk)) and (τi(tk−1), τj(tk−1)) are two pairs of
time sampling, and k denote that (k + 1)th node i receives a
message from node j. In this paper, the following equation is
used to estimate each relative skew aij :

aij(k) =
sij(k) + (k − 1)aij(k − 1)

k
, k ∈ N+. (5)

By some manipulation, (5) can be rewritten as

aij(k) =
1
k
Σk

l=1sij(l), k ∈ N+

which means that aij(k) is the average of k times estimation
of each relative skew aij for i, j ∈ V . Thus, increasing the
communication times between the nodes will decrease the
estimate error of each relative skew.

As shown in Fig. 2, node j sends its hardware clock
time-stamp to a neighboring node i when they are contacting,
whereas node i records its current hardware clock reading when
it receives the packet from node j, and then node i computes
sij(k) and aij(k) based on (4) and (5), respectively. Note the
fact that, if two neighboring nodes send information to each
other at the same time, then they cannot receive any messages
from each other due to the interference. Thus, when two nodes
contact with each other, one of them will send its information
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Fig. 2. Relative skew estimation.

first, and the other will only send its information after it receives
the packet.

The MTS algorithm [19] is revised as follows to handle time
synchronization for RMSNs.

Algorithm 1 Revised MTS (RMTS)

1: Set initial conditions âi = 1 and b̂i = 0 to each node i for
i ∈ V .

2: If node i contacts with node j at time t, then j first sends
a packet to node i, including its current hardware clock
reading τj(t) and its current parameters {âj , b̂j}.

3: If node i receives the packet from node j for the first
time, then it records its current clock reading as τi(t0) and
the packet message of node j as [τj(t0), âj , b̂j ]. Then, it
sends a packet, including [τi(t0), âi, b̂i], back to node j
and stores [τi(t0), τj(t0)]. Otherwise, go to step 4.

4: If node i receives the packet from node j and has a histor-
ical record [τi(tk−1), τj(tk−1)], then it computes the
sij(k) and aij(k) by (4) and (5), respectively.

5: Node i computes qij by qij = aij(k)âj/âi. If qij > 1,
then

âi ← aij(k)âj ,

b̂i ← âjτj(t) + b̂j − aij(k)âjτi(t). (6)

If qij = 1, then

b̂i ← max
x=i,j

{
âxτx(t) + b̂x

}
− âiτi(t). (7)

6: Node i sends a packet, including its current hardware clock
reading τi(t) and current parameters {âi, b̂i}, to node j.

7: Node i stores information [τi(tk), τj(tk), aij(k)], deletes
historical record [τi(tk−1), τj(tk−1), aij(k − 1)], and then
goes to step 2.

For RMTS, unlike MTS in [19], each node does not send
its information periodically to the neighboring nodes for saving
energy, and two nodes will communicate with each other and
update their clocks only when they make contact with each
other, i.e., when the distance between two nodes is less than
communication range R. To ensure that two nodes can com-
municate when they are neighbors with each other, a typical
neighbor discovery protocol can be used as in [33]. Since
aij(k) in (5) is the average of k times estimation and used in
RMTS, the estimate error of aij can be decreased by increasing

communication times between nodes i and j. In step 5 of
RMTS, qij satisfies

qij =
aij âj
âi

=
âjaj
âiai

which is the ratio of two nodes’ logical clock skew. Hence, node
i can know from qij whether its neighbor node j has the larger
logical clock skew.

Since the clock skew, which denotes the clock speed, is com-
pensated in the given algorithm, it can decrease the frequency of
synchronization. In particular, if the clock skew compensation
can get the same logical clock skews for all nodes, then after the
completion of synchronization, there is no need to synchronize
again. Assume that nodes i and j can communicate with each
other successfully when they are contacting. Since the estima-
tion error of each aij is decreasing with the communication
times between nodes i and j, it is ignored in this paper.

Remark 3.1: For RMTS, the only requirement is that each
node i sends its hardware clock reading τi(t) and parame-
ters âi(t) and b̂i(t), which is also essential for the average-
consensus-based algorithms, e.g., DCS [13] and ATS [31].
Meanwhile, for RMTS, when node i receives the message from
node j, it only computes the logical clocks of both node j and
itself, and then updates its clock based on the maximum logical
clock. However, for average-consensus-based algorithms, node
i has to compute the average of the logical clocks of node j
and itself, and additionally updating according to the average
logical clock. Hence, RMTS has lower computation complexity
than that of average-consensus-based algorithms. Furthermore,
RMTS can converge in finite time with a positive probability,
which monotonically increases with time t (the details will be
given later), whereas the average-consensus-based algorithms
converge asymptotically. Hence, every node needs less com-
munication time for RMTS to achieve time synchronization
than that for average-consensus-based algorithms. In summary,
RMTS has lower computation complexity and faster conver-
gence speed and is thus more energy-efficient than average-
consensus-based algorithms.

B. Convergence of RMTS

Before proving the convergence of our algorithm, we intro-
duce some preliminarily results. Due to the calibration issue of
the clock oscillator, the clock oscillators of different nodes are
slightly different, which means that the clock skews are slightly
different. Define amax = max

i∈V
ai. Let node v be the node whose

clock skew is equal to amax, i.e., av = amax, and its hardware
clock τv(t) is given by

τv(t) = avt+ bv. (8)

Let Vv(t) be the set of nodes whose logical clock skew and
offset are equal to av and bv at time t, respectively. Define
|Vv(t)| as the number of nodes belonging to the set Vv(t) at
time t. Since the initial condition satisfies âi = 1 and b̂i = 0
for i ∈ V in RMTS, it follows from the definition of Vv(t) that
|Vv(0)| = 1.
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Theorem 3.2: Suppose that relation graph G is connected.
By using RMTS, the skew and offset of each node i, i ∈ V ,
converge at the same time and satisfy⎧⎨

⎩
Pr
{
lim
t→∞

âi(t)ai = av

}
= 1

Pr
{
lim
t→∞

âi(t)bi + b̂i(t) = bv

}
= 1.

(9)

Proof: (Sketch of proof) Note that |Vv(t)| ≤ n holds for
any time t. If |Vv(t)| < n, we can prove that |Vv(t)| will strictly
increase with positive probability. Thus

Pr
{
lim
t→∞

|Vv(t)| = n
}
= 1

which yields (9). The detailed proof is given in Appendix A. �

C. Finite-Time Convergence of RMTS

Finite-time convergence of time synchronization algorithms
is an important and interesting problem in sensor networks as
an algorithm with finite-time convergence is more practical and
energy efficient. Here, we will consider the lower bound of the
probability for the finite-time convergence of MTS.

Note that each node i becomes one node of Vv when it
obtains messages av and bv during its contacts with a node
in Vv . Hence, given time t, the probability of node i being
a node of Vv(t) is equivalent to the probability of node v
having delivered its av and bv successfully to node i. For i,
j ∈ V , let Tij be a random variable, which denotes the time
needed for node i to successfully transmit a message to node
j. Let fij(t) be the probability density function of Tij , and let
Fij(t) =

∫ t

0 fij(τ)dτ be the probability distribution function of
Tij . Clearly, Fii(t) = 1 for any time t.

Theorem 3.3: Suppose the relation graph G of an RMSN is
connected. Then

Pr {Li(t) = τv(t), i ∈ V} ≥ Πi∈VFvi(t). (10)

Proof: From the proof of Theorem 3.2, it can be observed
that node i in V − Vv will become a node in Vv after it contacts
with one node j in Vv . Hence, for each node i, when it obtains
the messages of av and bv from the source node v at time t,
it has âi(t)ai = av and âi(t)bi + b̂i(t) = bv , which means that
Li(t) = τv(t). It follows from the definition of Fij(t) that

Pr {Li(t) = τv(t)} = Fvi(t), i ∈ V

and note the fact that

Pr {Li(t) = τv(t), i ∈ V} ≥ Πi∈V Pr {Li(t) = τv(t)}

always holds true, which yields (10). �
Theorem 3.3 provides a lower bound of the probability of

finite-time convergence. The lower bound in (10) can be tight
for some special relation graphs, e.g., a linear graph with
two nodes or a star graph with node v as the central node.
For example, consider star graph G with central node v; time
synchronization in Algorithm 1 is reached at time t if and only
if every node i in the network has contact with node v before
time t, and the events of that node v contacting different leaves

i, i 
= v, are independent with each other. Hence, we follow
from Theorem 3.3 that

Pr {Li(t) = τv(t), i ∈ V} = Πi∈VFvi(t) (11)

which is a tight bound. Specifically, note that

fvi(t) = λvie
−λvit, i ∈ Nv

and thus

Fvi(t) =

t∫
0

λvie
−λviτdτ = 1 − e−λvit, i ∈ Nv. (12)

By substituting (12) into (11), we have

Pr {Li(t) = τv(t), i ∈ V} =
∏

i
=v,i∈V
(1 − e−λvit)

which is the probability of finite-time convergence for the star
relation graph.

Meanwhile, when there is only one path connecting nodes v
and i, and if node i has obtained the messages from node v, then
all nodes included in this path must have received the messages.
Based on this, therefore, Theorem 3.3 can be further simplified.

Corollary 3.4: Suppose that relation graph G is a tree. Then

Pr {Li(t) = τv(t), i ∈ V} ≥
∏
i∈V1

Fvi(t) (13)

where V1 = {i|di = 1, i ∈ V} is the set of leaves.
The given theoretical results give the lower bound of the

probability of finite-time convergence for RMTS, where the
lower bound depends on probability distribution functions
Fvi(t) for i ∈ V . Then, we show how to calculate each Fvi(t).

By referring to the theoretical results in [2], we have the
following Lemma.

Lemma 3.5: Assume a message is delivered from i0 to im
according to path i0 → i1 → · · · → im. Then

fi0im(t) = fi0i1(t)⊗ fi1i2(t)⊗ · · · ⊗ fim−1im(t) (14)

where ⊗ is the convolution operator.
From Lemma 3.5, if there is only one path from node

i0 to node im in graph G, then combining the definition of
convolution with [2, Th. 2] yields

fi0im(t) =

t∫
0

t∫
t1

· · ·
t∫

tm−2

(
m∏
l=1

λle
−λl(tl−tl−1)

)

× dtm−1dtm−2 · · · dt1

=

m∑
l=1

Cm
l λle

−λlt (15)

where λl = λil−1il and Cm
l =

∏m
s=1,s 
=l(λs/λs − λl) (when

λs = λl, it is obtained from taking limit). From (15), we have

Fi0im(t) =

t∫
0

(
m∑
l=1

Cm
l λle

−λlτ

)
dτ
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from which one has

lim
t→∞

Fi0im(t) =

∞∫
0

m∑
l=1

(
Cm

l λle
−λlτ

)
dτ

=

m∑
l=1

⎛
⎝Cm

l

∞∫
0

λle
−λlτdτ

⎞
⎠

=

m∑
l=1

Cm
l = 1. (16)

Remark 3.6: There is at least one path from node v to each
node i in a connected graph G, and it follows from (16) that
the probability distribution function over a path will be equal
to 1 when t → ∞; thus, we have limt→∞ Fvi(t) = 1 for i ∈ V .
Hence, from Theorem 3.3, we have

Pr
{
lim
t→∞

Li(t) = τv(t), i ∈ V
}
= 1

which implies that Theorem 3.3 is equivalent to Theorem 3.2
when t → ∞.

Suppose that there are p different paths from node i to node
j in graph G, where p paths do not have the same nodes except
nodes i and j. Let f �

ij(t), � ∈ {1, 2, . . . , p} be the probability
density function of that node i successfully delivers a message
to node j according to �th path between them. Then, define the
following recursion:

g�ij(t) = g�−1
ij (t)

⎛
⎝1 −

t∫
0

f �
ij(τ)dτ

⎞
⎠+ f �

ij(t)

×

⎛
⎝1 −

t∫
0

g�−1
ij (τ)dτ

⎞
⎠+ g�−1

ij f �
ij(t) (17)

for � = 1, 2, . . . , p, with boundary condition of g0ij(t) = 0.
Lemma 3.7: Suppose that there are p different paths between

nodes i and j. Then, fij(t) = gpij(t) for i,j ∈ V .
To obtain each Fvi(t) in (10), we need to first compute

fvi(t). Note that, if two nodes j and l in Gvi are connected by
p (p > 1) different paths, then fjl(t) can be calculated from
Lemma 3.7 where the probability density function is given.
Note that the nodes connecting between node j and node l are
used to deliver messages from j to l. Thus, each fvi(t) can be
also calculated from fjl(t), and we do not have to consider the
deliver probability of that nodes connecting between node j
and node l. Therefore, we propose the following algorithm to
simplify the graph Gvi.

Algorithm 2: A Simplified Graph Method

1: Let Gsd(0) be a subgraph Gvi of G, where s = v and d = i.
2: For graph Gsd(l − 1), l ∈ N+, if there are two or more

different paths between i to j for i,j ∈ Gsd(l − 1), then
remove the nodes on these paths, except nodes i and j, and
built an edge {i, j} between nodes i and j.

3: Denote the new graph as Gsd(l).

Fig. 3. Example for the simplified graph method. (a) Graph Gsd(0). (b) Graph
Gsd(1). (c) Graph Gsd(2).

Definition 3.8: Graph G is defined as a linearizable graph if
all its subgraphs Gij for i,j ∈ V can be simplified as a linear
graph by Algorithm 2.

Example 3.9: Given subgraph Gsd(0) as shown in Fig. 3(a),
one sees that between nodes 1 and 4 and nodes 7 and 9, there
are two different paths, respectively. From step 2, remove nodes
2, 3, and 8, and built edge {1, 4} and {7, 9}. Then, we obtain
Gsd(1) as shown in Fig. 3(b). Repeating this process, we obtain
Gsd(2) as shown in Fig. 3(c), which is already a linear graph.

In fact, many graphs in practice are linearizable graphs, e.g.,
a star graph, a linear graph, a tree, and a ring graph. For
a linearizable graph, we propose the following algorithm to
compute each Fvi(t).

Algorithm 3: Compute Fvi of G

1: For each node i, i 
= v, i ∈ V , establish the subgraph Gvi

of graph G, and let Gsd(0) = Gvi.
2: If there are p (p > 1) different paths between x to y

for x, y ∈ Gsd(l − 1), compute each fm
xy(t) by using (14)

for m = 1, 2, . . . , p and then compute fxy(t) by using
Lemma 3.7 based on (17).

3: Simplify the graph Gsd(l − 1) to get graph Gsd(l). If Gsd(l)
is not a linear graph, then go to step 2.

4: Compute fsd(t) by using (14); then, the Fsd(t) is given by
Fsd(t) =

∫ t

0 fsd(τ)dτ .

In Algorithm 3, each fij(t) for {i, j} in Gsd(l) can be com-
puted by using (14) and Lemma 3.7 based on Gsd(l − 1). Note
that each fij(t) for {i, j} in Gsd(0) is given, which satisfies
fij(t) = λije

−λijt. Therefore, by Algorithm 3, we can get Fvi

for i ∈ V .
Example 3.10: Assume that Gsd(0) is given as shown in

Fig. 3(a). Since fij(t) is known for each {i, j} in Gsd(0), f14(t)
and f79(t) can be obtained by using (14) and Lemma 3.7, which
means that fij(t) have been given for each {i, j} in Gsd(1).
Similarly, by using (14) and Lemma 3.7, we get f59. Hence,
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each fij(t) can be obtained for each {i, j} in Gsd(2), and note
that Gsd(2) in Fig. 3(c) is a linear graph; thus, one obtains

fsd(t) = fs1(t)⊗ f14(t)⊗ f45(t)⊗ f59(t)⊗ f9d(t).

Then, Fsd(t) is given by Fsd(t) =
∫ t

0 fsd(τ)dτ .

IV. TWO FUNDAMENTAL PROBLEMS

Here, the previously obtained theories and algorithms are
applied to answer two fundamental problems: 1) whether better
connectivity of relation graph enhances the convergence of the
synchronization algorithm; and 2) whether the probability of
finite-time convergence can be increased by adding new nodes
into the network.

Let G be a relation graph of a random sensor network. Let
Ga and Gb be two subgraphs of graph G, and assume that
there are same nodes in Ga and Gb, i.e., Ga ⊆ G, Gb ⊆ G, and
Va = Vb, where Va and Vb are the node set of Ga and Gb,
respectively.

Theorem 4.1: Assume that Ga and Gb are connected. Then

Pr {Li(t) = τv(t), i ∈ Va} ≤ Pr {Li(t) = τv(t), i ∈ Vb}
(18)

if and only if Ga ⊆ Gb, and the equal sign in (18) holds if and
only if Ga = Gb.

Proof: The proof is given in Appendix B. �
Remark 4.2: The given theorem proves the fact that the

better connectivity of the network is beneficial for the con-
vergence of the algorithm. It should be noticed that the def-
inition of relation graph is critical for the rigorous proof of
Theorem 4.1.

From the definition of a relation graph, we know that each
edge between any two nodes in the relation graph denotes
that there is a positive contact probability between these two
nodes. Furthermore, Ga ⊂ Gb means that there are at least two
nodes that can make contact with each other in network Gb but
not in Ga. Thus, from Theorem 4.1, we have that increasing
the mobility of a node such that it can contact more nodes
in the network will increase the convergence speed of the
synchronization algorithm. Moreover, by using Theorem 4.1,
it gives a tighter lower bound of the probability of finite-time
convergence for some relation graphs, e.g., a ring graph. The
following example is employed to illustrate the results.

Example 4.3: Consider a ring relation graph Ga with 2m+ 1
nodes, and that the contact parameter between any two neighbor
nodes is λ. There exist two nodes i and j, with the shortest
length of all paths from node v to both of them is equal to m.
Remove edges {i, j} and {j, i} from Ga to get a new graph Gb.
It is clear to see that Gb ⊂ Ga. From Theorem 4.1, we have

Pr {Li(t) = τv(t), i ∈ Va} ≥ Pr {Li(t) = τv(t), i ∈ Vb} .

Meanwhile, from Corollary 3.4, we have

Pr {Li(t) = τv(t), i ∈ Vb} ≥ Fvi(t)Fvj(t)

as Gb is a tree. In addition, note in Gb that Fvi(t) and Fvj(t)
satisfy Fvi(t) = Fvj(t) and

Fvi(t) =

t∫
0

e−λτ λ
m+1τm

m!
dτ

= 1 − e−λt −
m∑
l=1

λltle−λt

l!
. (19)

Hence, we have

Pr {Li(t) = τv(t), i ∈ Va} ≥
(

1 −
m∑
l=0

λltle−λt

l!

)2

(20)

where 0! = 1. Since the ring graph is a linearizable graph, we
can calculate each Fvi(t) by Algorithm 3, and then the lower
bound can be obtained from Theorem 3.3. However, when m is
large, the lower bound obtained from Theorem 3.3 is relative
conservative as it decreases exponentially with m, which is
much faster than that derived from (20). Obtaining the lower
bound from Theorem 3.3 will also have high computational
complexity as it needs to calculate each Fvi(t), ∀i, i ∈ G.

We now consider whether the probability of finite-time
convergence can be increased by adding new nodes into the
network. Assume that there are m new nodes i1, i2, . . . , im
joining network Ga to form a new network G′

a. Comparing Ga

and G′
a, a cycle is called a new cycle of G′

a here only when there
are nodes belonging to node set {i1, i2, . . . , im} in the cycle.
Then, if there is a path from nodes i and j for i, j ∈ Ga and all
the other nodes in this path belong to node set {i1, i2, . . . , im}
in G′

a, then we build a new edge between node i and node j
into Ga, and obtain a new graph, which is denoted Gb. By using
Theorem 4.1, we can obtain the following result.

Theorem 4.4: Suppose that graph Ga is connected, and the
m new nodes are i1, i2, . . . , im. If ail < av holds for l =
1, 2, . . . ,m, then

Pr {Li(t) = τv(t), i ∈ Va} < Pr {Li(t) = τv(t), i ∈ Vb}
(21)

if and only if that there exist at least one new cycle in G′
a.

Proof: The condition that ail < av holds for l =
1, 2, . . . ,m guarantees that node v respectively in Ga and G′

a

are the same node. Clearly, Ga ⊆ Gb. Furthermore, there is
at least one path from nodes i and j for i, j ∈ Ga with all
the other nodes between nodes i and j belonging to node set
{i1, i2, . . . , im} in G′

a if and only if there is at least one new
cycle in G′

a. Thus, there is Ga ⊂ Gb if and only if there exists
at least one new cycle in G′

a. The theorem is then immediately
derived from Theorem 4.1. �

The given theorem gives a necessary and sufficient condi-
tion to determine whether adding new nodes can enhance the
convergence. In fact, from the theorem, we can see that the
positive effect can only be guaranteed when the new joint nodes
construct new cycles for the network, which can increase the
probability of finite-time convergence. Thus, if the new joint
nodes only make contact with one node in the network, i.e., no
new cycles can be generated, these new nodes do not help speed
up the limit time convergence.
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Fig. 4. Comparison ds between RMTS and DCS with λ = 0.5.

V. SIMULATION

For the simulation examples, each ai is randomly selected
from set [0.8, 1.2], and offset bi is randomly selected from set
[0, 0.4] following uniform distribution. For the simplicity of
showing performance, we define two functions as follows:

ds(t) = max
i,j∈V

{âi(t)ai − âj(t)aj}

do(t) = max
i,j∈V

{
âi(t)bi + b̂i(t)−

(
âj(t)bj + b̂j(t)

)}
(22)

where ds(t) and do(t) denote the maximum difference (error)
of the logical skew and offset between any two nodes, respec-
tively. Clearly, the global time synchronization is reached if
and only if ds(t) = 0 and do(t) = 0. Then, we compare our
synchronization RMTS with DCS in [13], where DCS is a
latest average-consensus-based time synchronization algorithm
in DTNs, which is a class of RMSNs. All the results are
obtained by Matlab 7.0,

Consider a random mobile WSN with a linear relation graph
denoted by Gl and 30 nodes, and each λij of two neighbor
nodes is equal to λ, i.e., any pair of neighboring nodes has
the same contact probability. For example, 30 nodes are uni-
formly distributed in a belt-type region, and each node moves
randomly in a fixed geographic area to monitor the events.
This practical scenario corresponds to the given linear relation
graph. Fig. 4 shows the dynamic of ds under both RMTS and
DCS with λ = 0.5, from which it can be observed that it takes
43 min for RMTS to reach skew synchronization, whereas
it takes more than 200 min for DCS to obtain comparable
accuracy, i.e., RMTS has much faster convergence speed of
skew compensation than that of DCS. Choi et al. [13] pointed
out that DCS cannot finish the skew and offset compensation
simultaneously in most cases. However, in Fig. 5, the skew
and offset synchronization can be achieved simultaneously
under RMTS, which again supports Theorem 3.2. Therefore,
RMTS can synchronize the nodes’ logical clocks much faster
than DCS.

Next, we compare the convergence time of RMTS and DCS
for varying contact probability of neighboring nodes. The con-
vergence bound of RMTS is set as ds < 10−8, and DCS is

Fig. 5. Comparison between skew and offset using RMTS with λ = 0.5.

set as ds < 10−2, where ds < 10−8 and ds < 10−2 are two
finite bounds (set a larger bound to DCS as it has much slower
convergence speed). By conducting 5000 times of simulations,
the average convergence time for RMTS and DCS under dif-
ferent λ are shown in Fig. 6. It is observed that RMTS always
converges much faster than DCS in spite of the fact that the
bound ds < 10−8 for RMTS is much smaller than ds < 10−2

for DCS. Hence, under different contact probabilities, RMTS
has faster convergence speed than DCS. We also compare
the energy efficiency of RMTS and DCS. Define the average
communication times for each node, i.e., the average number
of communication times for each node during the convergence
time (where the convergence bounds are also ds < 10−8 and
ds < 10−2 for RMTS and DCS, respectively), to be the energy
consumption of the algorithms. Larger average communication
times mean that it needs more energy for the algorithms to
converge. Fig. 7 shows the average communication times for
each node of both RMTS and DCS under different λ. It is
observed that, for RMTS, the average communication times for
each node is about 25, whereas for DCS, it is about 200. Hence,
RMTS is much more energy efficient than DCS. Note that two
nodes will communicate with each other once they contact,
and then they will update their clocks based on the algorithm.
Hence, for both RMTS and DCS, different contact probabilities
will lead to the different convergence time (see Fig. 6) without
affecting the average communication times (see Fig. 7).

From Lemma 3.5, fvi(t) can be computed by (14) for the lin-
ear graph. Let node 1 be node v with a1 = 1.20, and let λ = 1.
From (15), we have

f1,30(t) = λme−λt tm−1

(m− 1)!
=

t29

29!
e−t (23)

which provides a theoretical value of f1,30(t) for each time t.
Note that, if node 30 has obtained the message from node 1,
then all nodes in the network have obtained the message from
node 1, which means that the synchronization is reached. Thus,
for each λ, a theoretical value of the probability of finite-time
convergence of RMTS is established from (23), and an asso-
ciated simulation value is obtained from statistical analysis of
5000 times of simulations. The comparison between simulation
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Fig. 6. Comparison of the convergence time of RMTS and DCS under
different λ.

Fig. 7. Comparison of the communication times of RMTS and DCS under
different λ.

Fig. 8. Probability in simulation and theory with λ = 1.

and theoretical results is shown in Fig. 8. It is observed that
the two values are close, which is the same as the results of
Theorem 3.3. Meanwhile, we study the robustness for RMTS
with packet loss for this linear relation graph, and the associated
simulation results are shown in Fig. 9, which is also obtained
from statistical analysis of 5000 times of simulations for each

Fig. 9. Comparison the finite-time convergence of RMTS under different
packet loss ratios.

Fig. 10. Probability in simulation and lower bound estimation in theory.

given packet loss ratio. It is obvious that RMTS is robust to
packet loss; although for any given a time, the larger packet loss
ratio may decrease the probability of finite-time convergence
for RMTS.

We now provide simulations to illustrate Theorems 4.1 and
4.4, respectively, for the two fundamental problems given in
Section IV. For the given linear graph, we add a new node 31,
and assume that node 31 can contact with nodes 1 and 30 with
their contact parameters being equal to 1; hence, the new graph
Gr will be a ring graph with λij = λ = 1 for i, j ∈ Vr. This new
ring graph can be viewed as a practical scenario where all nodes
are uniformly distributed in a ring-type region and where every
node moves randomly in a fixed geographic area to monitor the
events. From Example 4.3, it follows from (20) that

Pr {Li(t) = τv(t), i ∈ Vr} ≥
(

1 −
15∑
l=0

tle−t

l!

)2

(24)

which establishes a lower bound of the probability of finite-
time convergence of RMTS for Gr. The empirical probability
of finite-time convergence of RMTS for Gr in simulation is
obtained from statistical analysis of 5000 times of simulations.
The comparison between the empirical results from simulation
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Fig. 11. Compare the convergence time of RMTS for Gl and Gr .

and the estimated lower bound in theory is shown in Fig. 10.
It is observed that the theoretical lower bound is always lower
than but close to the empirical results, which illustrates that our
proposed method is effective. Comparing Gr with Gl, there is a
new node 31, which constructs a new cycle in Gr. Thus, from
Theorem 4.4, the convergence speed of RMTS for Gr should
be faster than that for Gl. Similarly, we give the probability
of finite-time convergence of RMTS in simulation, which is
obtained from statistical analysis of 5000 times of simulations
for both Gl and Gr. As shown in Fig. 11, it is clear that, under
Gr, the average convergence time is about 15 min, whereas
under Gl without the new nodes, the average convergence time
is about 30 min. Thus, the average convergence time under Gr is
much faster than that under Gl, which again supports the results
of Theorem 4.4.

VI. CONCLUSION

We have investigated time synchronization for RMSNs in
this paper. The MTS protocol in [19] is revised to handle
the clock synchronization for the random mobile networks. The
protocol has faster convergence speed and achieves both the
skew and offset compensations simultaneously. By using a
relation graph to model the random mobile networks, we proved
the convergence of our algorithm and provided a lower bound
of the probability of finite-time convergence. Moreover, for
linearizable graphs, an algorithm is developed to compute the
probability of finite-time convergence. Extensive simulations
demonstrated the effectiveness of our results. Future directions
include motion design of sensor nodes and experimental vali-
dation of the results.

APPENDIX A
PROOF OF THEOREM 3.2

Proof: Since âi(0) = 1 and b̂i(0) = 1, we have âi(0)ai =
ai and âi(0)bi + b̂i(0) = bi for i ∈ V , i.e., the logical clock of
every node is the same as its hardware clock at initial time.
Meanwhile, without loss of generality, assume node v has the
largest logical clock skew. If node i contacts with j at time t,
only when qij > 1, node i will update its logical clock such

that âiai = âjaj and âibi + b̂i = âjbj + b̂j . Thus, during the
iteration of RMTS, the logical clock skew of each node in the
network is less than or equal to amax. Note that, for node i, i ∈
Vv , we have âiai = av = amax and âibi + b̂i = bv . We can
infer that âiai ≥ âjaj holds for ∀ j ∈ V , i.e., qij ≤ 1 holds at
any time t, which means that node i (i ∈ Vv(t)) will no longer
update its logical clock. Therefore, each node i in Vv(t) will
maintain its logical clock skew and offset during the iteration,
which means that |Vv(t)| is nondecreasing.

Let V − Vv(t) be the set of the nodes that are not in Vv(t),
i.e., if node j is not in the set Vv(t), then node j is in
V − Vv(t). Since the logical clock skew of each node in the
network is less than or equal to amax during the iteration of
RMTS, we have âj(t)aj < av for ∀ j ∈ V − Vv(t). Thus, if
node i, i ∈ Vv(t) contacts with node j, j ∈ V − Vv(t) at time
t, then it follows from step 5 of RMTS that node j will update
its logical clock such that âjaj = âiai = av and âjbj + b̂j =

âibi + b̂i = b̂v . Then, one obtains that |Vv(t
+)| = |Vv(t)|+ 1

and |V − Vv(t
+)| = |V − Vv(t)| − 1, where t+ is the finish

time of the contact between them. Hence, |Vv(t)| will strictly
increase when node i (i ∈ Vv(t)) contacts with node j (j ∈
V − Vv(t)).

If |Vv(t)| = n at time t, then one obtains that all nodes of
the network are in Vv(t); thus, âiai = av and âibi + b̂i = bv
for i ∈ V , which implies that (9) holds true. Otherwise, we
have |Vv(t)| < n. Since relation graph G is connected, there
is at least one edge {i, j} in G for i ∈ Vv(t) and j ∈ V −
Vv(t). Thus, we have λij > 0. Clearly, the probability that
node i has contacted with node j at time t′ for t′ > t satisfies
1 − e−λij(t

′−t). Then, we have the probability of |Vv(t
′)| ≥

|Vv(t)|+ 1 being equal to 1 − e−λij(t
′−t). Thus, |Vv(t)| will

strictly increase with probability 1 when t → ∞. Note that
|Vv(t)| ≤ n. Hence, we have

Pr
{
lim
t→∞

|Vv(t)| = n
}
= 1

which yields (9). Since after each node i contacting with one
node in Vv , it finishes both of its skew and offset compensation.
Therefore, the skew and offset compensation for each node
i, i ∈ V can be finished simultaneously. �

APPENDIX B
PROOF OF THEOREM 4.1

Proof: Note that Ga ⊆ G, Gb ⊆ G, and Va = Vb, and in
particular, there are some node v with av = amax.

Let the paths from node v to each i, which exist in Gb but
not in Ga, be the new paths of Gb, and the other paths from
node v to each node i, which exist in both Gb and Ga, be
the original paths of Gb. Let ei(t) be the event that node v
successfully transmits a message to node i before the time
t. Let e0i (t) and e1i (t), respectively, be the events that node
v successfully transmits a message to node i before time t,
respectively, through the original and new paths of node i for
i ∈ V . Clearly, ei(t) = e0i (t) ∪ e1i (t) for ∀ i, i ∈ Vb. Then

Pr {Li(t)=τv(t), i ∈ Vb}=Pr {e1(t) ∩ e2(t) ∩ · · · ∩ en(t)} .
(25)
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Note that e1i (t) = ∅ in Ga, ∀ i, i ∈ Va, which yields

Pr {Li(t)=τv(t), i ∈ Va}=Pr
{
e01(t) ∩ e02(t) ∩ · · · ∩ e0n(t)

}
.

(26)

Hence, it follows that

Pr {e1(t) ∩ e2(t) ∩ · · · ∩ en(t)}
= Pr

{[
e01(t) ∪ e11(t)

]
∩
[
e02(t) ∪ e12(t)

]
∩ · · · ∩

[
e0n(t) ∪ e1n(t)

]}
≥ Pr

{(
e01(t) + e11(t)− e01(t) ∩ e11(t)

)
∩
[
e02(t) ∪ e12(t)

]
∩ · · · ∩

[
e0n(t) ∪ e1n(t)

]}
≥ Pr

{
e01(t) ∩

[
e02(t) ∪ e12(t)

]
∩ · · · ∩

[
e0n(t) ∪ e1n(t)

]}
+ Pr

(
e11(t)− e01(t) ∩ e11(t)

)
× Pr

(
e02(t)

)
× · · · × Pr

(
e0n(t)

)
≥ · · ·
≥ Pr

{
e01(t) ∩ e02(t) ∩ · · · ∩ e0n(t)

}
+ P (27)

where

P =
n∑

i=1

⎧⎨
⎩Pr

(
e1i (t)− e0i (t) ∩ e1i (t)

) n∏
j=1,j 
=i

Pr
(
e0j (t)

)⎫⎬⎭ .

From the definitions of e1i (t) and e0i (t) that e1i (t) 
⊆ e0i (t)
holds when e1i (t) 
= ∅, which means that e1i (t)− e0i (t) ∩
e1i (t) = ∅ iff e1i (t) = ∅. Thus, Ga ⊂ Gb if and only if that there
exists node i with Pr(e1i (t)− e0i (t) ∩ e1i (t)) > 0, which means
that

Pr {e1(t) ∩ e2(t) ∩ · · · ∩ en(t)}
> Pr

{
e01(t) ∩ e02(t) ∩ · · · ∩ e0n(t)

}
and we have Ga = Gb iff Pr(e1i (t)− e0i (t) ∩ e1i (t)) = 0 holds
for every node i as e1i (t) = ∅, which means that

Pr {e1(t) ∩ e2(t) ∩ · · · ∩ en(t)}
= Pr

{
e01(t) ∩ e02(t) ∩ · · · ∩ e0n(t)

}
.

Therefore, this theorem is obtained immediately by combining
both (25) and (26) with the results in (27). �
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