1942

An Online Sensor Power Schedule for Remote State
Estimation With Communication Energy Constraint

Duo Han, Peng Cheng, Jiming Chen, and Ling Shi

Abstract—We consider sensor transmission power scheduling for remote
state estimation with limited communication energy. A sensor needs to de-
cide when to switch between different transmission energy levels in order
to minimize the average expected estimation error covariance subject to
the available energy budget. In the existing work the sensor only exploits
the prior knowledge of the system parameters, the noise covariance and the
channel characteristics but neglects the realtime information the estimator
can provide. Thanks to the power asymmetry between the sensor and the
estimator, we propose an online scheduling scheme which makes a choice
based on the acknowledgement sequence at the remote estimator side and
show that the scheme outperforms the optimal offline schedule under the
same energy constraint.

Index Terms—Kalman filter, power schedule, sensor scheduling.

[. INTRODUCTION

Networked control systems (NCSs) have many applications in
different areas, including aerospace, health care, manufacturing,
public transportation, etc. [1]. In many such applications, local sensors
transmit their data packets to the remote estimators over an imperfect
communication channel, which might be bandwidth-limited or could
induce transmission delay and even packet dropout [2]. As the major
factor causing the deterioration of the estimation performance, only
packet dropout is considered in this technical note. Sinopoli et al.
[3] showed that beyond a critical value, the dropout rate will lead
to unbounded estimation error covariance of a Kalman filter with
intermittent observation. There are several ways to reduce the impact
of packet dropout on the system estimation performance, such as
better sensor location or network topology or multiple transmission for
every single packets. The experimental study in [4] revealed that the
impact of variable transmit power on link quality. The authors found
that the larger the transmit power is, the higher the packet reception
rate is. Thus an alternative approach to compensate the loss of the
packets is that the sensors use the higher transmit power to ensure
good estimation performance. However, most of battery-powered
sensors are not able to send packets using high transmit power all
the time because recharging or replacing the battery of the sensor is
not economical or even impossible in some situations. Therefore a
desired tradeoff between limited transmit energy of the local sensor
and the remote estimation performance is wanted, which requires an
appropriate power scheduling scheme.
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A lot of research has been done on power control and scheduling.
Xiao et al. [5] suggested that in the decentralized estimation, sensors
with bad channels or poor observation qualities should decrease quan-
tization resolution or become inactive while those remaining active
sensors should determine their quantization and transmit power levels
based on path loss, observation noise and target performance. Wimala-
jeewa et al. [6] considered the optimal power scheduling problem for
distributed detection in a sensor network with independent and corre-
lated observation. They obtained a closed-form solution for indepen-
dent observation case and a computation method for correlated obser-
vation case. Sengupta et al. [7] applied game theory to solve the power
control problem in a CDMA based distributed sensor network. They
presented that the system is power stable only if the nodes comply
with certain transmit power threshold and evaluated the power level
each node should transmit at to maximize the utility. Shi et al. [8] pro-
posed an optimal offline sensor power scheduling scheme in terms of
the estimation error covariance under some energy budget constraint.
They make the best use of all offline information and design an optimal
periodic power schedule.

The aforementioned works fully exploit the prior knowledge of the
system parameters, the channel characteristics and the noise covariance
from the point view of the sensor. However, the capability asymmetry
between the sensor and the remote estimator is often neglected. Com-
pared to the battery-powered sensor, the remote estimator or the base
station usually has much larger capacity of power and computation [9].
Thanks to the power asymmetry, the estimator or the base station is able
to render some feedback information to the local sensor with high relia-
bility. The practical example could be remote state estimation based on
IEEE 802.15.4/ZigBee protocol [10] in which the sensor is the network
device and the estimator is the coordinator. Xiao et al. [11] studied dy-
namic transmit power control for longer usage of the body-wearable
sensors used in continuous health monitoring. They found that the wire-
less link quality in body area varies rapidly and adjusting the transmit
power in real time based on the feedback information of the link quality
from the receiver is effective to achieve the desired tradeoff between
energy savings and reliability. Inspired by the TCP-like structure con-
sidered in Garone et al. [12], we develop an online scheduling scheme
which satisfies the energy constraint and further reduces the estima-
tion error covariance compared to the optimal offline schedule. In the
proposed scheme, the sensor decides whether to use high energy level
based on the packets arrival feedback information. The main contribu-
tions of this technical note and comparison with existing work from the
literature are summarized as follows:

1) We consider the interaction between the sensor and the estimator
rather than the passive reception mode at the estimator side. The
information exchange is able to further improve the estimation
performance.

2) We propose an online sensor power schedule under energy con-
straint and compare analytically the estimation performance with
the optimal offline scheduling scheme in [8].

The remainder of the technical note is organized as follows. In Sec-
tion II, the mathematical model of the considered problem is given. The
optimal offline schedule is introduced in Section III. An online sensor
power schedule is then proposed in Section IV and a performance com-
parison is conducted in Section V. Some concluding remarks are pro-
vided in the end.

Notations: Z is the set of non-negative integers. N is the set of nat-
ural numbers. & € Z is the time index. E[-] is the expectation of a
random variable and E[-|-] is the conditional expectation. Pr(-) is the
probability of a random event. Tr(-) is the trace of a matrix and || - ||,
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is the 1-norm of a vector. S is the set of n by n positive semi-definite
matrices. When X € S’ , it is written as X > 0.

For functions f, fi,fo : S§ — SL, fi o f2 is defined as
fio f2(X) 2 fl(fv(‘i ) and f' is defined as fYX) 2
fofo--of(X) with f(X) = X. MSB is the abbreviation
\—,—/

t times

of the most significant bit of a binary string. LSB is the abbreviation
of the least significant bit of a binary string.

II. PROBLEM SETUP

Consider the following discrete linear time-invariant system:

Az, + wy (D
Czr + vr )

‘Tlv-l—l =

Yk

where 2, € R"™ is the process state vector of the system at time %,
yr € R" is the is the observation vector at k, wy’s and v ’s are zero-
mean Gaussian noises with E[wiw?] = 6,;Q(Q > 0),E[uiv}]=
Sp; R(R > 0), E[wyv}] = 0V, k, where the Kronecker delta §;.; = 1
if k. = j, otherwise éz; = (). The initial state x¢ is also zero-mean
Gaussian with covariance 11y > 0, which is uncorrelated with w . and
v. Assume (A4, /Q) is controllable and (A, C') is observable. The
local sensor’s state estimate &, and its corresponding error covariance
are s

Ly = [E['L‘A |y1 . ayk}

P =FE[(zx — &) (ex — ) Y1500, vn]-

Assume that the local sensor preprocesses the measurements up to
time &£ and sends the local estimate &, to the remote estimator over a
packet-dropping channel. Reliable transmission is essentially obtained
using larger transmission power. However, the limited energy budget
prevents the sensor using high transmission power at each k. This re-
quests that the local sensor reduces the transmission power at some
time, which inevitably sacrifices the remote estimation performance.
In practice, there are many commercial sensors with different trans-
mission energy levels built in nowadays [5]. For simplicity, we assume
the sensor has two operation modes: if the sensor uses A energy, the
sensor data is guaranteed to arrive at the estimator; if the sensor spends
6 energy, the data packet arrives at the remote estimator only with prob-
ability A € (0,1)!. Assume both A and & are rational numbers. Denote
~% as the energy choice at time %, i.e., 7% = 1 means the sensor sends
data using A while v = 0 means the sensor uses §. When ¢ energy
is used, let Ay = 1 or 0 indicate whether the data packet arrives suc-
cessfully or not. Assume A}, s are i.i.d Bernoulli random variables with
mean A.

A power schedule # is represented as {~(,~a, ..., V&, . ..}. Denote
G (f) as the data packets received by the remote estimator up to time
k,ie.

Gk(e) = {71y1-, . .,wyk}-

Apparently, G(#) depends on the underlying sensor power
schedule ¢ and the random packets dropping over the channel. As a
result, the remote estimate and the estimation error covariance

j‘k =

Elxr]|Gr ()]
Py =E[(a), — @) (2 — 31) |Gr(8)]

IIn MQAM (Multiple Quadrature Amplitude Modulation), the symbol SNR
is a increasing function of the transmit power P, i.e., SNR = f(P). The SER
(Symbol Error Rate) & e~%#(#) for sufficiently large symbol SNR, where ;3
is a constant. The symbol reception rate is 1 — ¢~#(¥) which is a increasing
function of P[13].
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depends on # and the unreliable communication channel?

We define .J(#) as the average expected energy cost over a infinite
time horizon and ¥ (#) as the trace of the average expected estimation
error covariance. Let ¢ be the energy budget. In this technical note, we
consider the following problem [ ]

Problem 2.1:

111111 T(#) = limsup —= Z T (E[PL(9)]).

T—oo L 1
s.t. J(9) _hmsup—ZIE [WA+(1—)d8 <o
T—oo k=1

where § < ¢ < A and ¢ is a rational number and represents the

available energy budget at the sensor.

III. PRELIMINARIES

Recall from the standard Kalman filter [14], #}. and P are computed
recursively as

Frppor = Adg_, (3)
Pio1 = AP A"+ Q C))
Ky = P C'[CP 1O+ B! ®)
&% = ABj_1 4+ Ke(yr — CA&;_1) (6)
P =~ K.C)P{_, (7

where the recursion starts from &5 = 0 and P; = Il;. Denote the
steady-state error covariance of the local Kalman filter as P. To facili-
tate our analysis, we define the function /2 : SI — S as

hX)=AXA + Q.

The following property [8] is useful in subsequent analysis.

Lemma 3.1: For1 < t; < #5, k1 (P) < h'* (P yand h(P
In addition, if ¢| < t2, then Tt (h*l (F)) < Tr (h (P)).

Since we consider infinite-time horizon, without loss of generality,
we ignore the transient period of local Kalman filter at the sensor and
assume that P = P for all k. Then at the estimator side, it is straight-
forward to show that the optimal state estimate and its estimation error
covariance is given by

(2, Pr) —{

) £ P.

(AZp_1, h(Pr_1)).
5. P),

if Ax =0,
otherwise.

®)

Shi et al. [8] introduced the optimal offline schedule? to Problem 2.1
as shown in the following proposition.

Proposition 3.2: The optimal offline schedule 67 ¢ ; to problem 2.1
over a period of ¢ in terms of -, is constructed as follows:

10...0). 1(] 10...0 1() .0
( )ee( Q0.0 0)
do+1 do+1 Clo dO
where 2 = £= ’5 for two co-prime 1ntegers pandg,m = g— p(dg +

l).n= p?do + 2) — ¢, dp 1is the largest integer such that dg <

Under 67, the corresponding average expected energy cost is

(m + n)A 4+ (mdo + ndy + m)8
mdy + ndg +2m +n

J(8rp) =

2Note that the P defined here is different from the usual error covariance
matrix in the standard Kalman filtering due to the different conditioning. Here
P, is conditioned on the available data set G1.(#) while the error covariance
matrix in the standard Kalman filtering (e.g., £;) is conditioned on all mea-
surement data 41, ..., . This is also illustrated from the different recursive
calculation of P, and P in (7) and (8).

3Here offline schedule only depends on time and the system parameters, but
does not utilize the realtime information of the packet arrivals.
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Fig. 1. Proposed online power schedule architecture.

and the trace of average expected estimation error covariance is

* 1 , —

T(e = Tr 1+ A(do+ 1] P
Oort) = T D ldo & 1 r{m [1+A(do+1)]

doHl o

+m Z [T+ A(do+1=5] (L=AVh' (P)+n(l

=1

do
+Ado)P4n Y [14+Mdo—)](1=2)'h'(P)}.
=1

The optimal offline power schedule can be determined before the
system runs, which gives the optimal scheduling solution based on the
prior knowledge of the entire system. Fixed periodic high-energy trans-
mission ensures the estimation error covariance will not increase too
much in each short period and thus minimizes the average expected es-
timation error covariance over infinite time horizon. However, in prac-
tical application if most or all of the packets in one period arrives suc-
cessfully, the high-energy transmission in the next period is wasted.
This motivates us to consider using the realtime feedback arrival infor-
mation to further reduce the energy usage.

IV. AN ONLINE POWER SCHEDULE

In this section, we propose an online power schedule using the re-
altime feedback information from the remote estimator to the sensor.
We construct an online sensor power schedule on the top of the optimal
offline sensor power schedule 87, (Fig. 1).

First, we introduce the structure of the proposed scheduling scheme.
Note that the remote estimator can feed the packet arrival information
back to the sensor. The remote estimator has a 1-bit Acknowledge-
ment (ACK) function which indicates whether the data packet at time
k arrived or not. At the estimator side, an event detector is a unit that
analyzes the ACKSs and outputs bits representing different events. The
event detector collects the ACKs from the estimator and store them in
its L-bit memory. To save the bandwidth of the feedback channel, only
1-bit flag is used as the output of the event detector. The working prin-
ciple of the memory and flag will be introduced later. Assume that the
communication between the event detector and the Decision Making
Unit (DMU) at the sensor side consumes A ¢ energy over a different
channel and there is no bit loss during the communication. We first
introduce this online schedule #.,, and give an explicit expression of
J(8on) and T (f,n).

The operation principle is as follows. Without loss of generality, we
use A to send the first packet. The memory is set to 11, ..., 11 and the
flag is set to O initially. The detector chooses to activate a z-bit memory
with a probability of 4« or a (z + 1)-bit memory with probability 7 =
1—p, where ., i € [0,1], 2+ 1 < L. When an ACK is generated and
sent to the detector at each time step, the memory shifts all bits towards
the MSB direction, and the new-coming ACK becomes the LSB, while
the previous MSB is abandoned. Once the activated memory pattern is
00, ..., 00, the flag is set to 1 and then sent to DMU. The proposed
online power schedule is

fk =

{ 1. if flug =1, ©)

0, if flag = 0.
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Fig. 2. Realization of (ijff and 6,,,.

Meanwhile, the memory and the flag are reset to 11....,11 and 0,

respectively, and the detector needs to choose the memory length again.
Otherwise, the flag remains 0 and unsent.

Remark 4.1: According to the necessary condition for optimal
scheduling schemes [8], our proposed power schedule with this
TCP-like architecture also satisfies .J(f..) = ¢. The design of
activating either memory is to guarantee an exact mapping from a
particular ., to the continuous rational constraint variable ¢, by
tuning z and z¢. The functional block in the detector can be practically
implemented by a binary series shift register, a random number
generator and a binary comparator.

An example realization of ¢ ; and #,,, is given in Fig. 2. To show
the difference of the two scheduling mechanism, #;,, is given for
A =05, & = £A 4 25 and the period is 2. Every 2 time steps the
sensor will transmit the packet using high power A no matter whether
the last two packets are dropped or not. On the contrary, the instances
for the sensors in #,,, use high energy A to send packets to the remote
estimator are stochastic due to the random data packet dropouts. Fig. 2
shows an episode of a specific realization of #,,, for A = 0.3, 0 =1
and » = 2, where ;¢ and » are determined based on the same energy
budget as that of 7 ; ;. At time step 6 in the figure, the last two packets
are observed to be dropped and the flag turns 1. Intuitively, the sensor
using #.,, spends the high power in transmission only when the error
covariance is too large. The strategy that the energy resource is dis-
tributed according to the needs turns out to be better than the offline
strategy, which will be shown in Section V.

The following well-known Ergodic Theorem for Markov chain [15]
is useful to derive the main results of this section.

Theorem 4.2: Leti € I be a state, I be the state space, and a tran-
sition matrix 1" be irreducible and positive recurrent. Let 7y be any
distribution. Suppose X, ~ Markov (., T), for any bounded func-
tion f: I — U

n—I|

1 _
Pr{| — (X F as x| =
1<nz,f(‘§k)—>]‘1qn—>x> 1
k=0
where

F=> mi)f

il

and the vector 7 is the unique stationary distribution of the Markov
chain.

Now we are ready to present our results. Given a pair of memory
length choices zy and zy + 1, the selection probability ;. and packets
arrival rate A, the theorems below provide closed-form solutions to
J(#on) and ¥(6,,,,).

Theorem 4.3: For the system (1)—(2) and the proposed online power
schedule in (9), the average expected energy cost at the sensor under
for 1S given by

A1 = A)P0 4 A (1 = Ayt

= A
1 — (1 — Aysott — (1 — X)=o+2

-](Hnn)
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1 — (1 = A0 —p(1 — Ayt
1 —pu(1—XA)yzo+l —p(1 — X)70+2

& (10)
and the induced average expected energy cost at the estimator is given
by

AL = X)70 4 gA(1 — x)ToT! A
1—,1‘(1—/\) oFL (1 — Aoz T

]6(9(777) =
for zo € N, A € (0.1), .1y € 0,1].
Proof: Define 7 and ¢ as

£ gup {t|As = 1.t < kL,
B2,

where ® describes all accessible Markovian states at time % which are
defined as follows:

So(k) 2{®|r =k —1,
Si(k) 2 (®|r=Fk -2

= zp0r z0+ 1};
= Zo}l

(54

@
|

JR E Bt =k —2—1,2=2k
SZO_H(L-)é{@h:k—l:::o—l—l};
Sowpri (K) 2 {®|7 =k — 20,2 = 20+ 1}.

The states above form a state space of a Markov chain. Denote the
state transition matrix Tp as

900 001 Q0(2zg) 0(229+1) |
210 011 21(2z0) 21(2z9+1)
0(2z¢)0 2(2z0)1 O(2z0)(#—1) 0(2z0)(#)
LO(22+1)0  €(2z9+1)1 O(2:0+1)(2—1)  O(229+1)(z) -

where p;; = Pr(S,(k + 1)|S;(k)). Then one can easily obtain that

(A p(1=X) ... p1=Xx) 0 ... 0 ]
A 0 0 0 ... 0
. 1 0 0 0 0
°= 0 0 (1— 0
A 0 0 0 ... 1=2A
L1 0 0 0 ... 0]

Let Pr contains the probability of each state at time , i.e.
Prca) = [Pr(So(k)) Pr(Si()) ... Pr(Sacg1 (k)]
T Priay = Pica)

—
) ) .||PI'(<I,)||1 = 1
Solving the above linear equations, one obtains

At the steady state, we have {

by
L—p(L=X)y20F Ty (1—x)z0+2

pA(1=X)
57 T—p(1—A)#0 T _p(1—x)=0+2
Pl‘((p) =

(1)

nA(1—x)?ot!
L—p(L=2)y?0FTT_y(1—2)z0F2
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Since the Markov chain is ergodic, the average expected energy cost
is equivalent to the conditional expectation of v A + (1 — 4 )& on an
infinite time horizon according to the Ergodic Theorem. Thus

1 —
= Jim o ; [ + (1= 32) 8]
=E[wA + (1 —5)é[®]
= A [Pr(S, (k) + Pr(Sazopr ()]
46 [L = Pr(S.,(k)) — Pr(So.o+1(k))]
AL — A% 4 (1 — Nyt
T 1 —p(1 = Aot — (1 — N)zot2
1— (1 —X)0 —g(1 — /\) o+l
1—p(l—XA)rotl — g1 — A)zot2 "

J(enn )

The induced average expected energy cost is

"

1

7 > A = E[A/|9]
k=1

AL =AY 4 Al = Ay

71— (1 — Mot — (1 — A)Fot2

lim

— o

Je(Bon) =

Ag.

]

Remark 4.4: The extra energy and bandwidth cost is very limited

practically for the following three reasons:

1) The estimator uses only 1-bit flag transmission to inform the
sensor to make a decision, where A; < A and the required
bandwidth is negligible compared to the data packets transmit
bandwidth. When the data lengths vary significantly, how-
ever, the energy cost can also be very different. When at the
receiving/transmitting mode, it is quite common to assume
the energy cost is linear with the activation time of the re-
ceiving/transmitting mode, which is equivalent to the amount of
received/sent data when the data rate is stable [16]. Therefore
when the incoming data is only 1-bit (which is encapsulated in a
small ACK packet), the total activation time is negligible, which
implies that the additional energy cost is negligible;

2) The 1-bit flag is sent stochastically and sparsely with a probability
HA(L=A)Z0ya(L—r)70t+t
1—p(1—A)2otT_pi1— ,\)-0+”
3) The fusmn center or the base station for estimation generally is

supplied with sufficiently large power.

From Theorem 4.3 we can determine the parameters zo, ;¢ and #
to design a specified detector which satisfies the energy budget ¢ in
Problem 2.1. The following steps 1) to 3) are for searching =g, ¢t and
n: We can also obtain the closed-form expression on the trace of the
average expected estimation error covariance from (11).

Pp—06

1).Compute o« = L.

_xn)zo+l
2).Search zy such that % <

bisection method.

, A(1—=X)?0
a < Tl using the

3).Solve ;t and n = 1 — g such that

AL = M) 4 A1 — x)oT!

;

SO T e Ty g TR
+ 1—;1(1—A)0—;;1 AyFott
L= p(l = Ayrott — (1 — Ajotz

using any numerical root searching method.
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Theorem 4.5: For the system (1)—(2) and the proposed online power
schedule in (9), the trace of the average expected estimation error co-
variance under 4,,, is given by

A
2t — (1 — A)zot? ’

Yo = T iy

0

Tr | Y (1-

=0

MNP 4+ (1 = )T Py (12)
for zo € N, A, p.np € (0,1).

Proof: Denote the estimation error covariance at time % condi-
tioned on a specified packet arrival sequence 5;(k) as P 155 (k)

U(fon) = lim —ZTr [P(8)]) = Tr (E[ 74| ®])

= Tr(Pr( 50 ))Pl|sg () -
+ Pr(S2:0) Frsy., (0 + P1(5220+1‘)Pk|5220+1(kj
A

I EETTE Ry ETa G R YT

0
Tr Z (1—X) hv Y+ (1= X))
=0

V. PERFORMANCE ANALYSIS

Before we present the performance analysis of the proposed
schedule, we first give a brief stability result of the remote state
estimator.

Proposition 5.1: Consider the system in Fig. 1 with the sensor power
schedule 9 for a nonzero energy budget ®. The error covariance of
remote estimator is upper bounded by P, < h*0 T (P).

Proof: The upper bound is due to the worst case where

a sequence of z; 4+ 1 packets is dropped with probability
nA(1—x)zo+t?1 n
I—p(1=2)*0FT_5(1—\)*0F2"
In the rest of this section we will compare the performance of #,,, and

M ;- To compare the average expected error covariance of #,,, with
B¢, weassume J(65;;) = J(Hon) = ¢, i.e., both schedules use the
same energy budget. It is straightforward to see that it is equivalent to

m L= p(l—=MN"—n(- Aot
mAn pA(l =X f A1 — X)L

do +

(13)

Lemma 5.2: do > zo, for zo.do € N, X € (0, 1), g, € [0, 1].
Proof: To prove the inequality above, first we prove the following
inequality by mathematical induction:
1— (1= X)% — (1 — A=t
pA(L — A)#o 4+ pA(1 — A)=ot!

Z0.

When z = 1

L—p(l=X) —p(1 - ))?
pA(1 = X))+ nA(1 — )2

-1>0.

(1Y% (1 YRt
it)\él(i/\)/\")+n;\7£ll—i\))k+l > k holds, where & € N. Then

1—u(1— X — (1 — k2
HA(1 — Nkl 4+ 7;/\(1 — A)kt2
1= 1—/\) — (1 =)t
T pA(L = M)k A (L = A)RTL
1
(1= (1 — M
>0
also holds. The inequality holds for all zg € M. Then it is straightfor-

ward to see dy > zg, since dy € N and 0 < m"_';” < 1. | |

Assume

—k-1

-k

-1
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In the next theorem we show that #,,, outperforms #; ¢ using the
same energy budget.

Theorem 5.3: Consider the two scheduling scheme 87 ;; and #or
with the same average expected energy cost .JJ(8, ;) = J(fon). Then

\Ij(gjff) > \P(eon)

Proof: First recall that ¥/( Off) in Proposition 3.2. Letd = do +
i Lo p(1=X)%0 —p(1—a)*0+L

o _\I/L(W N FA (=2 T

_ AL = A A1 = )t
T 1 — (1 = M)t — (1 — A)cot2

— D1 = N (P) + -

m 4+ n
There&}o(rg;ff) — U(n)

PA(L = A)*0 4 pA(1 — A)zot! =
= T —Af)
T 1= p(l = Mot — (1 — A)zot2 ILE 2

From Lemma 5.2, when dy > 2z

do

Tr{» [1+ \(d
i=0

1 — )7t pfort (P,

(1= X)R(P) — 51+ Ad)(1— )°+1h 0“(?)
dg
T+ Md—D)(1 = A)'R(P
+l,§1[ +Md = D)1= N >+m+”

(1 _ \‘)(l()Jrl] (lo+l(ﬁ‘)}

HA(T = XA)*0 4 A1 — A)Fott
T —A7)
1—#(1 — Aot — (1 — A)zo+2 I{Z g

0

(1= NROTHP) — (1 + A (1 X)“O“h ot (P)
do
14 A(d = D)1= AR (P + .
+ Zﬂ[ + D)1= A) P+
i=zg
(1= \)otip ot (P
AL = X0 4 A (1 = Nyt Iy
Tr{0-h*°" (P
1—u(l—XN)> 0+1—)]\1—)\);0+2 {0 (2
=0.
The last inequality is from Lemma 3.1. In the case that dy = zo, it
follows a similar proof. ]

It can be seen that 8,,, performs strictly better than 87 ; , using the
same energy budget. Note that the memory length of #,, and A deter-
mine how much ,,, outperforms 7 s ,. When zo is large fora fixed A or
A is high for a fixed 2o, i.e., (1 — X\)*® — 0, which makes .J(f,,) — &
and .J (¢ Off) — &, consequently U( Off) — W(#,,) as the estimate
error covariance under each power schedule only depends on the ran-
domness of packets arrival sequence.

To illustrate how effective the proposed schedule is, we consider the
following parameters for the system (1)—(2): A = 1.35,C' = 0.2,Q =
0.5, B = 0.5. For simplicity, assume the relationship between the
packet arrival rate and the transmit power p is A = 1 —0.01”, and thus
A 1when A =1and A = 0.6 when 6§ = 0.2. We run both offline
and online schedule under the same energy constraint ranging from 0.2
to 0.5 with the step size 3 x 1077, to illustrate how much the pro-
posed power schedule excels the optimal online schedule. We further
compare the performance of #,,,, and ¢ Iy with a randomized schedule
#1and, which chooses the A transmission energy with probablhty 2= 5
and chooses the ¢ transmission energy with probability 3 e Z at each L
so that the average expected transmission energy is ¢, i.e., the same as
that under ¢.,, and #; ;. From Fig. 3 we can see a significant perfor-
mance improvement when the energy budget is low, which indicates
the proposed scheme is more suitable for the sensors with small power
storage. The qualitative analysis such as finding the global maxima for
the performance difference function, i.e., ¥ (H:ff) — U(Bn ), will be
done in the future work.
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Fig. 3. Comparison of three power scheduling strategy: (1) randomized
schedule, (2) optimal offline schedule, and (3) proposed online schedule under
different energy constraint.

VI. CONCLUSION

We considered sensor power scheduling under energy constraint
over a lossy channel. We proposed an online scheduling scheme
which utilizes the feedback of the packet arrivals from the remote
estimator. Compared with the optimal offline scheduling scheme
8¢+, the proposed scheme ., outperforms #;; in terms of the
average expected estimation error covariance under the same energy
budget with negligible energy and bandwidth cost at the estimator.
Future work includes power scheduling with multiple energy choices
and other types of online power schedules using tools from Markov
decision processes.
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